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1.1 How to Train a GPT?

* Generative pretraining
* Supervised fine-tuning
e Reinforcement learning from Human Feedback

“Pre-training as we know it will unquestionably end...because we have but one internet”
- llya Sutskever, OpenAl co-founder, at the NeurlPS 2024



1.1 How to Train a GPT - Pretraining

next element

Po(Xii1 = Xy | X505 X))

/

parameters

Why the Generative pretraining is not enough?

The alignment problem: Specific task



1.1 How to Train a GPT - SFT

* Supervised Fine-Tuning (SFT): Behavior clone expert

* Distribution shift: Bad approximation / limited training data /
partial observability of the environment

* May cause overconfident assertions or output complete nonsense

* RLHF: treating the reward model as a binary classifier



2.1 Chain of Thought — Core Idea

Large Language Models offer the

Standard Prompting Chain-of-Thought Prompting exciting prospect of in-context few-
Model Input Model Input . . .
/: Y/ (Modol npur ) ) shot learning via prompting.
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now? Finetuned GPT-3 175B
. Prior best

A: The answer is 11. A: Roger started with 5 balls. 2 cans of 3 tennis balls [0 PaLM 540B: standard prompting

each is 6 tennis balls. 5 + 6 = 11. The answer is 11. B PalM 540B: chain-of-thought prompting
Q: The cafeteria had 23 apples. If they used 20 to 100
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples s 80

) \do they have? y 5 G 55 57
=
o 40 33
Model Output Model Output S 20 18

A: The answer is 27. x A: The cafeteria had 23 apples originally. They used 0 I

20 to make lunch. So they had 23 - 20 = 3. They Math Word Problems (GSMSK)

bought 6 more apples, so they have 3 + 6 = 9. The

answer is 9. Figure 2: PalLM 540B uses chain-of-

thought prompting to achieve new state-
. . . . . of-the-art performance on the GSM8K
Figure 1: Chain-of-thought prompting enables large language models to tackle complex arithmetic, benchmark of math word problems.

commonsense, and symbolic reasoning tasks. Chain-of-thought reasoning processes are highlighted. léigggn:fa?gbzi‘;‘d prior best are from

From: Chain-of-Thought Prompting Elicits Reasoning in Large Language Models (NeurlPS 2022)



2.1 Chain of Thought — Core Idea

(T co0A fommonsenss) )

Q: Sammy wanted to go to where the

people were. Where might he go?
Options: (a) race track (b) populated areas
(c) desert (d) apartment (e) roadblock

Q: Roger has 5 tennis balls. He buys
2 more cans of tennis balls. Each can
has 3 tennis balls. How many tennis
balls does he have now?

A:
The answer is 11.

Q: How many keystrokes are needed
to type the numbers from 1 to 500?
Answer Choices: (a) 1156 (b) 1392 (c) 1480
(d) 1562 (e) 1788

A:

he

Qnswer is (b). -

So the answer is (b).

Na W,

Q: Yes or no: Would a pear sink in
water?

A: The density of a pear is about 0.6

So the

answer is no.

-
.

Q: The concert was scheduled to be
on 06/01/1943, but was delayed by
one day to today. What is the date 10
days ago in MM/DD/YYYY?

A: One day after 06/01/1943 is

So the answer is 05/23/1943.

g T D

Q: Is the following sentence
plausible? "Joao Moutinho caught the
screen pass in the NFC
championship."

A: Joao Moutinho is a soccer player.

So the
answer is no.

Human: How would you bring me
something that isn’t a fruit?

Plan: 1. find(energy bar) 2.
pick(energy bar) 3. find(user) 4.

\put(energy bar) 5. done(). )

: Take the last letters of the words

in “Lady Gaga” and concatenate
them.

E
So the

answer is ya.

- AN
Q

N\ y,

J
Q: A coin is heads up. Maybelle flips
the coin. Shalonda does not flip the

coin. Is the coin still heads up?

A
flips, it will be tails up. So the answer
\is no. )

Figure 3: Examples of (input, chain of thought, output) triples for arithmetic, commonsense, and
symbolic reasoning benchmarks. Chains of thought are highlighted. Full prompts in Appendix G.

* Example of responses which breaks
problems into simple steps.

Table 1: Chain of thought prompting outperforms standard prompting for various large language
models on five arithmetic reasoning benchmarks. All metrics are accuracy (%). Ext. calc.: post-hoc
external calculator for arithmetic computations only. Prior best numbers are from the following. a:

Cobbe et al. (2021). b & e: Pi et al. (2022), c: Lan et al. (2021), d: Pigkos et al. (2021).

Prompting GSM8K SVAMP ASDiv  AQuA MAWPS
Prior best N/A (finetuning) 55° 57.4° 75.3¢ 37.9¢ 88.4¢
UL2 20B Standard 4.1 10.1 16.0 20.5 16.6
Chain of thought 4.4 ¢03)  12.5 ¢24) 16.9 109 23.6 3.1 19.1 (25
+ext. cale 6.9 283 343 236 427
LaMDA 137B  Standard 6.5 29.5 40.1 25.5 432
Chain of thought 14.3 +7.8) 37.5 +80) 46.6 (+6.5) 20.6 (49) 57.9 (+14.7)
+ext. calc 17.8 421 534 206 69.3
GPT-3 175B Standard 15.6 65.7 70.3 24.8 72.7
(text-davinci-002) Chain of thought 46.9 +31.3) 68.9 (+32) 71.3 (+1.0) 35.8 (+11.0) 87.1 (+14.4)
+ext. cale 496 703 71.1 3538 875
Codex Standard 19.7 69.9 74.0 29.5 78.7
(code-davinci-002) Chain of thought 63.1 (+43.4) 76.4 (+6.5) 80.4 (+6.4) 45.3 (+158) 92.6 (+13.9)
+ext. cale 65.4 77.0 80.0 453 933
PalLM 540B Standard 17.9 69.4 72.1 25.2 79.2
Chain of thought 56.9 (+39.00 79.0 +9.6) 73.9 (+1.8) 35.8 (+10.6) 93.3 (+142)
+ ext. calc 58.6 79.8 72.6 35.8 93.5




(a) Few-shot

éoger has 5 tennis balls. He buys 2 more cans of terb
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

e o
(c) Zero-shot

6 A juggler can juggle 16 balls. Half of the balls are golf balls.\
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(Output) 8 X

2.1 CoT - Few-shot / Zero-shot

(b) Few-shot-CoT

ﬁ Roger has 5 tennis balls. He buys 2 more cans of terﬁ
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The juggler can juggle 16 balls. Half of the balls are goif

e /

balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
We. So there are 8/ 2 = 4 blue golf balls. The answer is 4. 7

(d) Zero-shot-CoT (Ours)

ﬁ]: A juggler can juggle 16 balls. Half of the balls are golf balls}
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) There are 16 balls in total. Half of the balls are goif
balls. That means that there are 8 golf balls. Half of the golf balls

\are blue. That means that there are 4 blue golf balls. /




2.1 CoT - Comparison

Standard Prompting

Chain of Thought

Input Token Less (Question + Answer) More (Question + Rationale + Answer)
Inference Time Shorter Longer

Interpretability Worse Better

Accuracy Low High




2.2 STaR - Bootstrap Reasoning with Reasoning

\ Q: What can be used

Question, Rationale, Answer Correct to carry a small dog?
Answer Answer Choices:

I (a) swimming pool
l Question l

(b) basket

Rationale
Generation

! Finetune
e o e - - -

(c) dog show
Rationale, Answer ] (d) backyard

(e) own home
A: The answer must be
something that can be
used to carry a small
dog. Baskets are
designed to hold things.
Therefore, the answer
is basket (b).

Language
Model

Rationalize

Wrong
Answer

L Rationale, Answer }

STaR: Bootstrapping Reasoning With Reasoning (NeurlPS 2022)



2.2 The Idea of STaR

Algorithm 1 STaR
Input M: a pretrained LLM; dataset D = {(z;,y;)} 2., (w/ few-shot prompts)
1: My < M # Copy the original model
2: for nin 1...N do # Outer loop
(Piy§i) < Mp—1(z;) Vi € [1, D] # Perform rationale generation
(752t gfY) <= M,,_q(add_hint(z;,y;)) Vi € [1, D] # Perform rationalization
Dy,  {(zi,7i,4:) | © € [1, D] A§; =y} # Filter rationales using ground truth answers
DR {(z4, 7, y;) | © € [1, D] A §; # yi NG = y;} # Filter rationalized rationales
M, + train(M, D, UD™) # Finetune the original model on correct solutions - inner loop
end for

PN AR

e ™

Question, Rationale, Answer Correct |4
Answer
1
Rationale
Language |Generation .
gd ? Rationale, Answer
Question Mode

Rationalize
\ { Rationale, Answer }

| Finetune
R o - - - -

Wrong
Answer

1. WEIIZREE

SHIFIIEARE M R Moy,
2. SMEBENTEERR
SIRIMBEN (3£ N R) #4T:
o 1B 2.1: HIBARY (Rationale Generation)
ERAZERIRE M, 1 BRI z; ERIEERRE r; IEE ;.
o EERMEBER G EM BVg = v) , B (x4, 7, y;) AR EMRBEIIESESD.
o HIB22: ¥R (Rationalization)
S FPBLAERBIRERNNOIA (y; # 9:), REERBR y;, SISEBRAERTEDHEERRE
T?to
o AWOIEIERFTMINEMERER, MAZEREQIEELIESED.
. HE23: BIREESH
BHHEERBIBERMEQBERESR, ERHRNIIGESESR D,.
o WIB2.4: HFAER (Fine-tuning)
ERFEMRIISGEIES D, MIERE M, 1 83 M,,

3. KRB
MBEEBHRERBEEZRSHATFAERRE N, ELEER,
4. ROFEER

=
HxZ
M RAFMBERE M*,

STaR: Bootstrapping Reasoning With Reasoning (NeurlPS 2022)



2.2 STaR — An example

* Assume we have 10,000 questions.

* The question set is different from the training set (x, r, y) ->
(question, rationale, answer).

* The rationale is different in every inference step. The same
guestion may generate different (x, r, y) samples.

* Assume the failure rate of given the wrong answer is 30%,
and the failure rate of the rationalization is 50%. Therefore,
the overall failure rate is 15%.

* N depends on the size of the task.

Number of | Cumulative New
iterations (N)| Samples Added

1 8500

2 17000

3 25500

4 34000

5 42500

6 51000

7 59500

8 68000

9 76500

10 85000




2.2 STaR — A Detailed Failure Case




2.2 STaR — A Detailed Failure Case

User: If the video is anomaly, please extract the key anomaly object from your answer, 1 or 2 words

Assistant: I-ai)olqgize for any confusion, but the video does not show any anomalies. The scene is typical of a retail store
with no visible signs of unusual or dangerous activities.

User: Actually, the video is a robbery. Please find the reason of the anomaly and anomaly signs.

Assistant: | apologize for the oversight. Upon closer inspection, the video does show a robbery. Here are the key anomaly
signs:

1. Individual in Distress: A person appears to be on the floor, possibly indicating a struggle or being incapacitated.
2. Staff Interaction: Store staff are interacting with individuals in a way that suggests confrontation or restraint.

These signs indicate a robbery is taking place.
1. ARBRE  B—ALFEED £, XoTseRkAEIEARFLS KR ETTENEE
2. RIB# FERIE—EAR4EES, EARETHRNITREA TN R TALEE IETAH, XETRRRJAEELRELRTEMG.

User: If the video is anomaly, please extract the key anomaly object from your answer, 1 or 2 words

Assistant: Staff member.



2.2 STaR — Summary

Disadvantage:

* Potential Failure case — Wrong
reasoning process given the correct
answer

* High leverage - With 100 questions, |
can generate 100,000 data points. (Just
like borrowing a large amount of money
to buy a house &) — May cause
overfitting, limited computational
resource, etc.

o1 hallucinations




2.3 Multimodal CoT

| (e} —— Gk

Vision ]

m m Will these magnets attract or

repel? To find out, look at

[ L ] which poles are closest to
anguage
grag | Rationale _| each other. The north pole of Answer The answer
. . » . »| one magnet is closest to the —O—» is (A
Qut:lstlt(;n:’?Wlll these magnets attract or repel Generation south pole of the other magnet. Inference is (A).
each other?

Poles that are different attract.
So, these magnets will attract
each other.

Context: Two magnets are placed as shown.
Hint: Magnets that attract pull together. Magnets
that repel push apart.

Options: (A) attract (B) repel
| )\l L |\ J )

We propose Multimodal-CoT that incorporates language (text) and vision (images) modalities
into a two-stage framework that separates rationale generation and answer inference.

Multimodal Chain-of-Thought Reasoning in Language Models (TMLR 2024)



2.4 Summary of CoT

Chain of Thought contains behavior like:
* Error correction
* Trying multiple strategies

* Breaking down problems into smaller steps



3.1 Reinforcement Learning from Human Feedback

* In classical reinforcement learning, an intelligent agent's goal is to
learn a function that guides its behavior, called a policy. This function
is iteratively updated to maximize rewards based on the agent's task
performance.

 However, explicitly defining a reward function that accurately
approximates human preferences is challenging. Therefore, RLHF
seeks to train a "reward model" directly from human feedback.



3.1 Reinforcement Learning from Human Feedback

* Create a Preference Dataset (helpfulness / truthfulness / harmlessness)
e Use the preference dataset to train a reward model.
* Use the reward model in a RL loop to finetune the LLM

2

training
e — (supervised) REinfc?rcement
dataset |:> reward model Learning base LLM
training loop

s



environment

reward

policy model



4.1 OpenAl 01 — Ragnarok? wiignt of the oas?)

pass@1accuracy

100 ~

80 A

60 -

40

20 A

o1 AIME accuracy o1 AIME accuracy

during training at test time
100 ~
80 A
L >
3
e © 5 604 °
L4 o
[ L g
@ [ ]
L ]
§ 40 + .
Q
[ ]
20 ®
(0]
train-time compute (log scale) test-time compute (log scale)

o1 performance smoothly improves with both train-time and test-time
compute

We have found that the performance of o1
consistently improves with more reinforcement
learning (train-time compute) and with more
time spent thinking (test-time compute).

post-training process

Thinking for longer time gets better result! Y



For some problems, verifying a good solution is easier than generating one

o Many puzzles (Sudoku, for example)
o  Math

o Programming

Examples where verification isn't much easier
o  Information retrieval (What's the capital of Bhutan?)
o Image recognition

When a generator-verifier gap exists and we have a good
verifier, we can spend more compute on inference to
achieve better performance

5|3 7
6 9
9
8 6 3
4 1
7 2 6
6
1 5
8 9




EXte NSION— inference-time scaling for diffusion models

Google DeepMind 2025.1-17

Inference-Time Scaling for Diffusion Models
beyond Scaling Denoising Steps

Nanye Ma* * 1, Shangyuan Tong* * 2, Haolin Jia3, Hexiang Hu®, Yu-Chuan Su?, Mingda Zhang?, Xuan Yang?,

Yandong Li3, Tommi JaakkolaZ, Xuhui Jia® and Saining Xiel-3
*Equal contribution, !NYU, 2MIT, 3Google, *Work done during an internship at Google



4.1 OpenAl 01 — Ragnarok? wiignt of the oas?)

accuracy

100 ~

(0]
o
!

2

2

N
o
I

o
L

Competition Math
(AIME 2024)

83.3

gpt4o ol ol
preview

percentile

Competition Code

gpt4o

(Codeforces)

ol
preview

89.0

ol

accuracy

=

100 ~

[00]
(@]
1

(o))
(@]
1

N
o
1

o
1

PhD-Level Science Questions
(GPQA Diamond)

78.3 78.0

gpt4o

ol ol expert
preview human

ol greatly improves over GPT-40 on challenging reasoning benchmarks.



4.1 OpenAl 01 — Ragnarok? wiignt of the oas?)

[0 gptdo 0 olimprovement
PhD-Level Science Questions

ML Benchmarks (GPQA Diamond)
* 0l improves over GPT-40 on a MATH Chermistry
wide range of benchmarks, R (il .
including 54/57 MMLU e sooas
subcategories. Seven are shown ———————
. . . 0 20 40 60 80 100 0 20 40 60 80 100
for illustration. o1l Improves over pass@1accuracy pass@1accuracy
GPT-40 on a wide range of Exams MMLU Categories
benchma rks, including 54/57 AP English Lang Global Facts
MMLU subcategories. Seven are AP Physics 2 College Chemistry

College Mathematics

shown for illustration. AP English Lit

LSAT Professional Law

AP Calculus Public Relations
AP Chemistry

SAT EBRW

Econometrics

Formal Logic

0 20 40 60 80 100 0 20 40 60 80 100
percent raw score pass@1accuracy



4.2 OpenAl o1 — No Reasoning tokens?

“Assuming it is faithful and legible, the hidden chain of thought allows us to
"read the mind" of the model and understand its thought process ...

However, for this to work the model must have freedom to express its
thoughts in unaltered form, so we cannot train any policy compliance or user
preferences onto the chain of thought. We also do not want to make an
unaligned chain of thought directly visible to users.”

- Hiding the Chains of Thought, from OpneAl o1 Website

https://openai.com/index/learning-to-reason-with-lims/



4.2 OpenAl o1 — No Reasoning tokens?

* Reasoning tokens are not
passed from one turn to
the next. 1

Rea g
Output
Rea g
Output _ )
Reasoning
Output
Contextwindow ¢
128k tokens 0}(
Truncated
output



4.2 OpenAl ol — Abstract Reasoning

40 Model

o1 Model

Approval

APPROVAL | BLESSING SUPPORT CONSENT

Approval

APPROVAL | | BLESSING SUPPORT CONSENT

[ suce || wook [ wHiF || sane-




4.2 DeepSeek R1

DeepSeek-V3

41.6 42.0
36.8
SWE-be: nch Verified
(Resolved)

OpenAl-ol-mini

@4 DeepSeek-R1 " OpenAl-01-1217 " DeepSeek-R1-32B

%Z%

%

1.8
87.4 88.5
‘

w?/////////////////////g///////l

94.3
‘ 90.2

2//////////////%/////////

2.1
|| 60.0 59 1
GPQA Diamond

LD

93.4
90.6
‘ 58.7
C deforces

Figure 1 | Benchmark performance of DeepSeek-R1.
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4.2 DeepSeek R1-Zero — The Beauty of RL

* Notably, it is the first open research to validate that reasoning
capabilities of LLMs can be incentivized purely through RL, without
the need for SFT.

* DeepSeek-R1-Zero to attain robust reasoning capabilities without the
need for any supervised fine-tuning data.

* Base model: DeepSeek-V3

DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning



4.2 DeepSeek R1-Zero — The Beauty of RL

* Group Relative Policy Optimization

 Reward Modeling: Accuracy rewards + Format rewards

A conversation between User and Assistant. The user asks a question, and the Assistant solves it.
The assistant first thinks about the reasoning process in the mind and then provides the user
with the answer. The reasoning process and answer are enclosed within <think> </think> and
<answer> </answer> tags, respectively, i.e., <think> reasoning process here </think>

<answer> answer here </answer>. User: prompt. Assistant:

Table 1 | Template for DeepSeek-R1-Zero. prompt will be replaced with the specific reasoning
question during training.



4.2 DeepSeek R1-Zero — Aha Moment

Question: If a > 1, then the sum of the real solutions of va — va +x = x is equal to
Response: <think>
To solve the equation vya — va + x = x, let’s start by squaring both - - - 3

2
( a—Va+x) =x? = a-+Va+x=x2
Rearrange to isolate the inner square root term:
(a-x)?=a+x = a®-2ax*+(x?)? =a+x = x*-2ax* -x+(a®>-a) =0

1

Average length per response

Wait, wait. Wait. That’s an aha moment I can flag here.

Let’s reevaluate this step-by-step to identify if the correct sum can be - - -
We started with the equation:
Ja—varx=x

First, let’s square both sides:
a-Va+x=x* = Va+x=a-x
Next, I could square both sides again, treating the equation: - - -

2

Table 3 | An interesting “aha moment” of an intermediate version of DeepSeek-R1-Zero. The
model learns to rethink using an anthropomorphic tone. This is also an aha moment for us,
allowing us to witness the power and beauty of reinforcement learning.

DeepSeek-R1-Zero average length per response during training

2000 -

0000 -

8000 -

6000 -

4000 -

2000 4

2000 4000
Steps

DeepSeek-R1-Zero

6000

Self-evolution Process of

8000




4.2 DeepSeek-R1: RL with Cold Start

* A key limitation of DeepSeek-R1-Zero is that its content is often not suitable for
reading. Responses may mix multiple languages or lack markdown formatting to
highlight answers for users.

* We collect thousands of cold-start data to fine-tune the DeepSeek-V3-Base as the
starting point for RL.

* To mitigate the issue of language mixing, we introduce a language consistency
reward during RL training.



4.2 DeepSeek-R1: Limitations

In the future, we plan to invest in research across the following directions for DeepSeek-R1.

* General Capability: Currently, the capabilities of DeepSeek-R1 fall short of DeepSeek-
V3 in tasks such as function calling, multi-turn, complex role-playing, and json output.
Moving forward, we plan to explore how leveraging long CoT to enhance tasks in these
fields.

¢ Language Mixing: DeepSeek-R1 is currently optimized for Chinese and English, which
may result in language mixing issues when handling queries in other languages. For
instance, DeepSeek-R1 might use English for reasoning and responses, even if the query is
in a language other than English or Chinese. We aim to address this limitation in future
updates.

* Prompting Engineering: When evaluating DeepSeek-R1, we observe that it is sensitive
to prompts. Few-shot prompting consistently degrades its performance. Therefore, we
recommend users directly describe the problem and specify the output format using a
zero-shot setting for optimal results.

* Software Engineering Tasks: Due to the long evaluation times, which impact the effi-
ciency of the RL process, large-scale RL has not been applied extensively in software
engineering tasks. As a result, DeepSeek-R1 has not demonstrated a huge improvement
over DeepSeek-V3 on software engineering benchmarks. Future versions will address
this by implementing reject sampling on software engineering data or incorporating
asynchronous evaluations during the RL process to improve efficiency.
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Thank youl!



