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1.1 How to Train a GPT?

• Generative pretraining
• Supervised fine-tuning
• Reinforcement learning from Human Feedback

“Pre-training as we know it will unquestionably end…because we have but one internet”

- Ilya Sutskever, OpenAI co-founder, at the NeurIPS 2024



Why the Generative pretraining is not enough?

The alignment problem: Specific task

1.1 How to Train a GPT - Pretraining



1.1 How to Train a GPT - SFT

• Supervised Fine-Tuning (SFT): Behavior clone expert
• Distribution shift: Bad approximation / limited training data /

partial observability of the environment
• May cause overconfident assertions or output complete nonsense

• RLHF: treating the reward model as a binary classifier



2.1 Chain of Thought – Core Idea

From: Chain-of-Thought Prompting Elicits Reasoning in Large Language Models (NeurIPS 2022)

Large Language Models offer the 
exciting prospect of in-context few-
shot learning via prompting. 



• Example of responses which breaks
problems into simple steps.

2.1 Chain of Thought – Core Idea



2.1 CoT - Few-shot / Zero-shot



2.1 CoT - Comparison

Standard Prompting Chain of Thought

Input Token Less (Question + Answer) More (Question + Rationale + Answer)

Inference Time Shorter Longer

Interpretability Worse Better

Accuracy Low High



2.2 STaR - Bootstrap Reasoning with Reasoning

STaR: Bootstrapping Reasoning With Reasoning (NeurIPS 2022)



2.2 The Idea of STaR

STaR: Bootstrapping Reasoning With Reasoning (NeurIPS 2022)



2.2 STaR – An example

• Assume we have 10,000 questions.
• The question set is different from the training set (x, r, y) ->

(question, rationale, answer).
• The rationale is different in every inference step. The same

question may generate different (x, r, y) samples.
• Assume the failure rate of given the wrong answer is 30%,

and the failure rate of the rationalization is 50%. Therefore,
the overall failure rate is 15%.
• N depends on the size of the task.

Number of
iterations (N)

Cumulative New 
Samples Added

1 8500
2 17000
3 25500
4 34000
5 42500
6 51000
7 59500
8 68000
9 76500

10 85000



2.2 STaR – A Detailed Failure Case



User: If the video is anomaly, please extract the key anomaly object from your answer, 1 or 2 words
Assistant: I apologize for any confusion, but the video does not show any anomalies. The scene is typical of a retail store 
with no visible signs of unusual or dangerous activities.

User: Actually, the video is a robbery. Please find the reason of the anomaly and anomaly signs.
Assistant: I apologize for the oversight. Upon closer inspection, the video does show a robbery. Here are the key anomaly 
signs:
1. Individual in Distress: A person appears to be on the floor, possibly indicating a struggle or being incapacitated.
2. Staff Interaction: Store staff are interacting with individuals in a way that suggests confrontation or restraint.
These signs indicate a robbery is taking place.
1. 人员遇险：有一人似乎倒在地上，这可能表明其正在挣扎或失去行动能力。

2. 员工互动：商店员工与一些人发生互动，其方式显示出双方可能处于对峙或员工在实施制止行为。这些迹象表明正在发生抢劫事件。

User: If the video is anomaly, please extract the key anomaly object from your answer, 1 or 2 words
Assistant: Staff member.

2.2 STaR – A Detailed Failure Case



2.2 STaR – Summary

Disadvantage:
• Potential Failure case – Wrong

reasoning process given the correct
answer
• High leverage - With 100 questions, I 

can generate 100,000 data points. (Just 
like borrowing a large amount of money 
to buy a house🏠) – May cause
overfitting, limited computational
resource, etc.



2.3 Multimodal CoT

Multimodal Chain-of-Thought Reasoning in Language Models (TMLR 2024)

We propose Multimodal-CoT that incorporates language (text) and vision (images) modalities 
into a two-stage framework that separates rationale generation and answer inference. 



2.4 Summary of CoT

Chain of Thought contains behavior like:
• Error correction
• Trying multiple strategies
• Breaking down problems into smaller steps



3.1 Reinforcement Learning from Human Feedback

• In classical reinforcement learning, an intelligent agent's goal is to 
learn a function that guides its behavior, called a policy. This function 
is iteratively updated to maximize rewards based on the agent's task 
performance.

• However, explicitly defining a reward function that accurately 
approximates human preferences is challenging. Therefore, RLHF 
seeks to train a "reward model" directly from human feedback.



3.1 Reinforcement Learning from Human Feedback

• Create a Preference Dataset (helpfulness / truthfulness / harmlessness)
• Use the preference dataset to train a reward model.
• Use the reward model in a RL loop to finetune the LLM





4.1 OpenAI o1 – Ragnarök? (Twilight of the Gods?)

We have found that the performance of o1 
consistently improves with more reinforcement 
learning (train-time compute) and with more 
time spent thinking (test-time compute).

post-training process

Thinking for longer time gets better result!🤔





Extension– inference-time scaling for diffusion models



4.1 OpenAI o1 – Ragnarök? (Twilight of the Gods?)

o1 greatly improves over GPT-4o on challenging reasoning benchmarks.



4.1 OpenAI o1 – Ragnarök? (Twilight of the Gods?)

• o1 improves over GPT-4o on a 
wide range of benchmarks, 
including 54/57 MMLU 
subcategories. Seven are shown 
for illustration. o1 improves over 
GPT-4o on a wide range of 
benchmarks, including 54/57 
MMLU subcategories. Seven are 
shown for illustration.



4.2 OpenAI o1 – No Reasoning tokens?

“Assuming it is faithful and legible, the hidden chain of thought allows us to 
"read the mind" of the model and understand its thought process …
However, for this to work the model must have freedom to express its 
thoughts in unaltered form, so we cannot train any policy compliance or user 
preferences onto the chain of thought. We also do not want to make an 
unaligned chain of thought directly visible to users.”

- Hiding the Chains of Thought, from OpneAI o1 Website

https://openai.com/index/learning-to-reason-with-llms/



• Reasoning tokens are not
passed from one turn to
the next.

4.2 OpenAI o1 – No Reasoning tokens?



4.2 OpenAI o1 – Abstract Reasoning



4.2 DeepSeek R1



4.2 DeepSeek R1-Zero – The Beauty of RL

• Notably, it is the first open research to validate that reasoning 
capabilities of LLMs can be incentivized purely through RL, without 
the need for SFT. 
• DeepSeek-R1-Zero to attain robust reasoning capabilities without the 

need for any supervised fine-tuning data. 

• Base model: DeepSeek-V3

DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning 



4.2 DeepSeek R1-Zero – The Beauty of RL

• Group Relative Policy Optimization 
• Reward Modeling: Accuracy rewards + Format rewards 



4.2 DeepSeek R1-Zero – Aha Moment

Self-evolution Process of 
DeepSeek-R1-Zero 



4.2 DeepSeek-R1: RL with Cold Start 

• A key limitation of DeepSeek-R1-Zero is that its content is often not suitable for 
reading. Responses may mix multiple languages or lack markdown formatting to 
highlight answers for users. 
• We collect thousands of cold-start data to fine-tune the DeepSeek-V3-Base as the 

starting point for RL. 
• To mitigate the issue of language mixing, we introduce a language consistency 

reward during RL training.



4.2 DeepSeek-R1: Limitations





Thank you!


